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前処理行列の虚部切り捨てによる
複素対称線形方程式向け反復法の高速化

Accelerating Iterative Methods for Complex Symmetric Linear Systems
by Truncation of the Preconditioner’s Imaginary Part
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In large-scale electromagnetic field analysis, the iterative methods with complex number suffer from bad
convergence. As problems become larger and more complex, convergence becomes more worse, it some-
times runs out of memory. The calculation time of preconditioning during the iteration often dominates
the calculation time of the whole iterative method. The imaginary parts of the preconditioner matrices are
typically much smaller than their real parts, and they are believed to have minimal impact on convergence.
Therefore, we developed an iterative method to truncate the imaginary part of the preconditioning matrix in
order to reduce calculation time and memory. As a result, our proposed method succeeded in reducing the
memory usage by up to about 25% and achieving a speedup of up to 1.39 times.
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1. はじめに
近年，電磁場を生じる携帯電話やMRIなどの電子機
器が広く普及している．また，がん治療に用いられる
ハイパーサーミア用の機器の開発 [1]なども電磁場を発
生することで知られている．それに伴い，大規模な電
磁場による機器同士の干渉，人体への影響を解析する
需要が高まっている [2]．電磁場解析では，Maxwell方
程式から導出した偏微分方程式を辺要素有限要素法な
どの数値解法を用いて求解する手法が広く用いられて
いる．辺要素有限要素法は時間調和渦電流解析 [3]や高
周波電磁場解析 [4]などに適用されてきているが，問題
規模や複雑さによっては解析に数か月以上を要するこ
ともあるため，実用時間内に解析を終えることが求め
られている．また，大規模電磁場解析における係数行
列は行および列数が 100万を超えることもあり，メモ
リ不足問題の解消も求められている．
解析の手順は，入力行列の生成，複素対称線形方程
式の求解，数値の可視化などのように分類できる．と
りわけ複素対称線形方程式の求解は解析時間の大部分
を占めており，解析システム全体の高速化には線形方
程式の求解を高速化することが肝要である．線形方程
式の求解方法は直接法と反復法に分類できる．大規模
電磁場解析では係数行列が大規模な疎行列となるため，
使用メモリ量，計算時間の点で反復法が主に用いられ
ている．反復法では Krylov 部分空間法の一つである
CG法（Conjugate Gradient）法が代表的である．また，
電磁場解析であらわれる複素数問題に拡張した COCG
（Conjugate Orthogonal Conjugate Gradient）法 [5]が広
く用いられている．

COCG法は丸め誤差の影響を受けるため，収束性が
悪いことが知られている．また，電磁場解析が大規模に
なるにつれてさらに収束性は悪化する．そのため，収
束性の改善を目的に前処理を適用することが一般的で
ある．特に，不完全 Cholesky（IC）分解 [6]，SSOR前
処理 [7]，対角スケーリング前処理 [8]が広く用いられ
ている．
これらの前処理を施すことによって反復法の収束性
が改善する一方で，1 反復当たりの計算時間は増大す
る．特に，IC分解前処理や SSOR前処理では前処理計
算が反復法全体にかかる計算時間の大部分を占めるこ
とも多い．
前処理計算では，前処理行列が入力行列として与え
られる．文献 [4]で示されるような大規模電磁場解析問
題では，係数行列は複素数の疎行列となるが，その非
ゼロ要素のうち，大部分の虚部はゼロであることが多
く，その前処理行列も同様の傾向がみられることが多
い．しかし，現状では前処理行列は複素行列としてメ
モリに格納されているため，大部分で 0の乗算を計算
しており，余分なメモリ領域を確保している．
そこで本研究では，反復法にかかる計算時間の大部
分を占める前処理計算の計算コストと使用メモリ量の
削減を目的として，前処理行列の虚部を切り捨てて実
数へと変換した前処理手法を提案する．
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表–1 虚部の大きさの割合（×10−5）
行列 前処理

IC SSOR 対角スケーリング
S 7.88 9.47 9.51
M 3.11 2.50 2.51
L 1.47 1.28 1.28

2. 前処理
前処理行列とは，反復法において収束性を向上させ
るために導入される係数行列 Aの近似行列である．線
形方程式

Ax = b (1)

に前処理行列 Mの逆行列 M−1 を

M−1Ax = M−1b (2)

のように作用させて求解する．式 (2)の方程式は式 (1)
と比較して，線形方程式における係数行列の条件数が
小さくなり，収束性が向上する．前処理は主に IC分解，
SSOR前処理および対角スケーリング前処理などがある．

3. 高周波電磁場解析問題における前処理行列の虚部
高周波電磁場解析問題における係数行列の虚部は大
部分がゼロもしくは実部と比較して小さい．それに伴っ
て前処理行列も同様の傾向がみられる．虚部の大きさ
を調べるために以下の式を定義する．Resum，Imsum を
それぞれ前処理行列の非ゼロ要素における実部の絶対
値の和と虚部の絶対値の和として，虚部の大きさの割
合 Imrate を

Imrate =
Imsum

Resum + Imsum
(3)

とする．
表 1に，本研究で性能評価に使用した問題において
前処理を IC分解，SSOR前処理，対角スケーリング前
処理としたときの前処理行列における虚部の大きさの
割合 Imrateを示す．表 1より，すべての行列において虚
部の大きさの割合が 10−4以下となっており，実部と比
較して微小となっている．そのため，前処理行列の虚
部が収束性に与える影響は小さいと考えられる．

4. 提案手法
提案手法では，前処理計算の計算コストと使用メモ
リ量を削減することを目的に，前処理行列の虚部を切
り捨てる．これにより，複素数乗算 xyに含まれる乗算
数と加減算数を削減する．また，特に IC分解を前処理
とした場合において使用メモリ量を削減する．

(1) 虚部の切り捨て
式 (4)は既存手法における複素数乗算 xyを表してい
る．ただし，添え字の Reは要素の実部，Imは虚部で
あり，iは虚数単位である．既存手法は，複素数乗算 xy
において 4回の乗算と 2回の加減算を含む．

xy = (xRe + ixIm)(yRe + iyIm)

= (xReyRe − xImyIm) + i(xReyIm + xImyRe)
(4)

表–2 IC分解前処理の計算コスト
既存手法 提案手法 削減数

乗除算数 8(z − N) 4(z − N) 4(z − N)
加減算数 8(z − N) 4(z − N) 4(z − N)

表–3 SSOR前処理の計算コスト
既存手法 提案手法 削減数

乗除算数 8z + 12N 4z + 10N 4z + 2N
加減算数 8z + N 4z − N 4z + 2N

一方，提案手法は前処理行列の虚部 lImを切り捨てる
ことにより，xyの乗算を複素数同士の乗算から実数と
複素数の乗算へと変換する．式 (5)は，提案手法におけ
る乗算を表している．提案手法では，xyにおける乗算
は 2回である．結果，既存手法と比較して 1回の xyあ
たり 2回の乗算と 2回の加減算の計算コストを削減で
きる．

xy = xRe × (yRe + iyIm)

= (xReyRe) + i(xReyIm)
(5)

(2) 計算コストの削減
式 (4)と式 (5)より，虚部の切り捨てにより 1回の xy
を求める計算において，2回の乗算と 2回の加減算分の
計算コストを削減できる．よって，1反復当たりにおい
て，乗算回数と加減算回数はそれぞれ 2 × (xyの計算回
数)回削減できる．N を係数行列のサイズ，zは前処理
行列の非ゼロ要素数とすると，IC分解における (xyの
計算回数)は 2(z − N)回，SSOR前処理における (xyの
計算回数)は 2z + N 回，対角スケーリング前処理にお
ける (xyの計算回数)は N 回である．
表 2～4に前処理を IC分解，SSOR前処理，対角ス
ケーリング前処理としたときの既存手法と提案手法に
おける乗除算数，加減算数，削減数を示す．

IC分解では，既存手法においては乗除算数と加減算
数ともに 8(z − N)となり，削減数は乗除算数と加減算
数ともに 4(z − N)となるので，提案手法の適用により
1反復当たりの乗算 xy計算コストの削減率は 50%とな
る（表 2）．

SSOR前処理では，既存手法における乗除算数は 8z+
12N，加減算数は 8z + N となり，乗除算数と加減算数
の削減数は 4z+2Nとなる．大規模電磁場解析において
は z >> Nとなることが多い．そのため，既存手法にお
ける乗除算数と加減算数はおおよそ 8zになり，乗除算
数と加減算数の削減数はおおよそ 4zになるため，計算
コスト全体の 50%に近い削減となる（表 3）．
対角スケーリング前処理では，既存手法における乗
除算数は 4Nとなり，乗除算数の削減数は 2Nとなるの
で，乗除算数における削減率は 50%となる．加減算に
おける削減率は 100%であるので，提案手法の適用に
より 1反復当たりの乗算 xy計算コストの削減率は 50%
以上となる（表 4）．
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表–4 対角スケーリング前処理の計算コスト
既存手法 提案手法 削減数

乗除算数 4N 2N 2N
加減算数 2N 0 2N

図–1 使用メモリ量（既存手法）

図–2 使用メモリ量（提案手法）

表–5 使用メモリ量の比較
手法 係数行列 前処理行列 全体
既存手法 S/2 S/2 S
提案手法 S/2 S/4 3S/4

(3) 使用メモリ量の削減
IC分解前処理の場合では，大規模電磁場解析におけ
る使用メモリ量は係数行列と前処理行列が支配的であ
る．よって，本研究での使用メモリ量は係数行列と前
処理行列のみであるとする．IC分解における前処理行
列は係数行列と非ゼロ要素数は同じであるため，使用
メモリ量はどちらも同じである．
係数行列と前処理行列は複素行列であるので，行列
要素は実部と虚部をもち，それぞれメモリに格納され
ている．虚部を切り捨てたのちは実部のみをメモリに格
納すればよいので，前処理行列の使用メモリ量を 50%
削減できる．IC分解における係数行列と前処理行列の
使用メモリ量は同じであるので，全体の使用メモリ量
は 25%削減できる．表 5に使用メモリ量の削減率を示
す．ただし，既存手法における全体の使用メモリ量を
S とする．

SSOR前処理の場合では，前処理行列は係数行列を

表–6 実験環境
項目 仕様
CPU Intel Core i7-8565U@1.80GHz
コア数 4
スレッド数 8
OS Windows 10 Home
ライブラリ OpenMP

使用するため新たにメモリ領域を確保しない．そのた
め，既存手法と提案手法における使用メモリ量は不変
である．
対角スケーリング前処理の場合では，前処理行列は
係数行列のスケーリングした対角成分のみを格納すれ
ばよいので係数行列と比較して使用メモリ量は微小で
ある．そのため，提案手法による全体の使用メモリの
削減量も微小である．

5. 実験
(1) 高周波電磁場問題
高周波電磁界のモデルとして，変位電流を含む

Maxwell方程式から導かれる電場 E [V/m]を未知数と
する波動方程式を考える [9]．∫

Ω

rotEh · µ−1rotE∗hdΩ −
∫
Ω(ω2ϵ′ − iωσ)Eh · E∗hdΩ

= iω
∫
ΩJh · E∗i dΩ

(6)

式 (6)を解くべき方程式とする．ただし，µは透過率，
ϵ′は比誘電率，ωは単一角周波数，σは導電率，Jは電
流密度である．式 (6)に全周囲で電場 E の接戦方向が
ゼロとなる境界条件を与え，辺要素有限要素法を適用
することにより，係数行列 A，未知ベクトル x，既知ベ
クトル bを用いて解くべき方程式 Ax = bが得られる．
テスト問題として，TEAM Workshop Problem 29 [10]
として知られる医療用リエントラント型空洞共振器の
高周波電磁界解析を考える．
ただし，比誘電率 ϵ′ = 80.0，導電率 σ＝ 0.52[S/m]
とする．また，単一角周波数は ω = 2π f とし，周波
数を 1MHzとした．未知数 160,013，439,176，および
979,464の 3つの問題を構築し，それぞれ行列 S，Mお
よび Lを得た．

(2) 実験環境
IC分解，SSOR前処理における前処理計算では前進
後退代入が支配的である．また，前進後退代入では前進
代入と後退代入が支配的であり，どちらも同等の計算コ
ストである．よって，性能評価では IC分解と SSOR前
処理においては前進代入，対角スケーリング前処理で
は前処理計算の実行時間を計測する．表 6に実験環境，
表 7に実験の条件，表 8に使用する係数行列を示す．
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表–7 実験の条件
条件 値
反復法 COCG法
収束判定 10−9

加速係数 1.05
緩和係数 0.50
初期解 x0 0
初期残差 b

表–8 使用する係数行列
行列 サイズ数 非ゼロ要素数

S 160, 013 2, 527, 343
M 439, 176 7, 036, 670
L 979, 464 15, 794, 744

表–9 前処理を IC分解とした場合の 1反復当たりの実行時間
行列 実行時間（ms） 高速化率既存手法 提案手法

S 4.23 2.84 1.49
M 12.4 8.17 1.52
L 27.4 17.7 1.55

表–10 前処理を SSORとした場合の 1反復当たりの
実行時間
行列 実行時間（ms） 高速化率既存手法 提案手法

S 4.08 2.86 1.43
M 12.9 9.03 1.44
L 28.9 19.1 1.51

(3) 性能評価
a) 1反復当たりの結果
表 9～表 11にそれぞれ IC分解，SSOR前処理，およ
び対角スケーリング前処理を前処理とした既存手法と
提案手法における 1反復当たりの実行時間を示す．
表 9～表 11より，すべての場合において提案手法の
適用により 1反復当たりの計算が高速化していること
がわかる．特に IC分解と SSOR前処理を前処理とした
場合では，すべての行列で 1.40倍以上の高速化を達成
している．一方で，対角スケーリング前処理を前処理
とした場合では，前処理計算に前進後退代入が含まれ
ておらず実行時間に対する計算時間が比較的小さいた
め，高速化率が最大でも約 1.27倍となった．
また，行列サイズが大きくなるほど 1反復当たりの
前処理計算の高速化率が大きくなっていることがわか
る．これは行列サイズが大きいほど配列の参照時間に
対し，計算時間の比率が大きくなるためだと考えられ
る．つまり，扱う問題が大規模になるほど提案手法の
適用により，1反復当たりの実行時間が高速化すること
ができると考えられる．
b) 前処理計算全体の結果
表 12～表 14にそれぞれ IC分解，SSOR前処理およ
び対角スケーリング前処理を前処理とした既存手法と

表–11 前処理を対角スケーリングとした場合の
1反復当たりの実行時間
行列 実行時間 (ms) 高速化率既存手法 提案手法

S 0.508 0.404 1.26
M 1.48 1.17 1.26
L 3.11 2.45 1.27

表–12 前処理を IC分解とした場合の反復回数と実行時間
行列 反復回数 実行時間（s）

既存手法 提案手法 既存手法 提案手法
S 9, 101 10, 165 38.5 28.9
M 7, 192 8, 006 89.4 65.4
L 10, 120 11, 244 277 199

表–13 前処理を SSOR前処理とした場合の反復回数と
実行時間

行列 反復回数 実行時間（s）
既存手法 提案手法 既存手法 提案手法

S 13, 072 14, 746 53.3 42.1
M 10, 880 11, 978 140 108
L 13, 778 14, 775 399 283

表–14 前処理を対角スケーリング前処理とした場合の
反復回数と実行時間

行列 反復回数 実行時間（s）
既存手法 提案手法 既存手法 提案手法

S 28, 929 30, 234 14.7 12.2
M 21, 215 21, 933 31.4 25.7
L 24, 439 30, 414 76.1 74.6

提案手法における反復回数と実行時間を示す．ただし，
IC分解と SSOR前処理は前進代入，対角スケーリング
前処理は前処理計算の実行時間を示す．また，表 15～
表 17に反復回数の増加率と高速化率を示す．
表 15と表 16から，IC前処理と SSOR前処理を前処
理とした場合では提案手法の適用によりすべての行列
において 1.25倍以上の高速化を達成していることがわ
かる．一方で対角スケーリング前処理を前処理とした
場合では，高速化率が最大でも約 1.22倍となった．ま
た，ほぼすべての場合で表 1に示した虚部の大きさの
割合が小さいほど反復回数の増加率が小さくなり，高
速化率も高くなった．よって，虚部の絶対値の和が実部
に比べて小さい行列では提案手法が有効である場合が
多いことがわかる．しかし，対角スケーリング前処理
を前処理とした場合の行列 Lでは提案手法の適用によ
り，反復回数の増加率が約 1.24倍と比較的高く，高速
化率は約 1.02倍と他の実験結果よりも低くなった．こ
のように虚部の大きさの割合は小さいが反復回数に比
較的大きな影響がある問題に関しては今後条件数など
を用いて調査する必要がある．
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表–15 前処理を IC分解とした場合の反復回数増加率と
高速化率
行列 反復回数増加率 高速化率

S 1.12 1.33
M 1.11 1.37
L 1.11 1.39

表–16 前処理を SSOR前処理とした場合の反復回数増加率と
高速化率
行列 反復回数増加率 高速化率

S 1.13 1.27
M 1.10 1.30
L 1.07 1.41

表–17 前処理を対角スケーリング前処理とした場合の
反復回数と実行時間
行列 反復回数増加率 高速化率

S 1.05 1.20
M 1.03 1.22
L 1.24 1.02

6. 結論
本報告は，大規模電磁場解析の高速化と使用メモリ
量の削減を目的とし，IC分解，SSOR前処理および対
角スケーリング前処理による前処理行列の虚部を切り
捨てることにより，1反復当たりの計算コストと使用メ
モリ量を削減した COCG法を提案した．
提案手法の適用により，IC分解を前処理とした場合
に使用メモリ量を約 25％削減した．また，IC分解を
前処理とした場合では前進代入を最大 1.39倍高速化し，
SSOR前処理を前処理とした場合は前進代入を最大 1.41
倍高速化し，対角スケーリング前処理を前処理とした
場合は前処理計算を最大 1.22倍高速化した．
今後の展望は前処理行列の新たな実数への変換法の
考案，提案手法が有効な場合のさらなる調査などが挙
げられる．

謝辞: 本研究は JSPS科研費 21K17748の助成を受け
たものである．
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